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Abstract

Many (but not all) approaches self-qualifying as “meta-learning” in machine learning fit a common pattern of approximating the solution to a nested optimization problem. In this paper, briefly summarize a formalization of shared pattern, GIMLI. We discuss the engineering challenges of implementing this class of problems in known differentiable programming libraries, and describe a library addressing these challenges, higher, which we share with the community to assist and enable future research into these kinds of meta-learning approaches.

1. Introduction

Although it is by no means a new subfield of machine learning research (see e.g. [23, 3, 15]), there has recently been a surge of interest in meta-learning (e.g. [17, 1, 11]). This is due to the methods meta-learning provides, amongst other things, for producing models that perform well beyond the confines of a single task, outside the constraints of a static dataset, or simply with greater data efficiency or sample complexity. Due to the wealth of options in what could be considered “meta-" to a learning problem, the term itself may have been used with some degree of underspecification. However, it turns out that many meta-learning approaches, in particular in the recent literature, follow the pattern of optimizing the “meta-parameters” of the training process by nesting one or more inner loops in an outer training loop. Such nesting enables training a model for several steps, evaluating it, calculating or approximating the gradients of that evaluation with respect to the meta-parameters, and subsequently updating these meta-parameters.

In this paper, we briefly summarize the Generalized Inner Loop Meta-Learning formalism we present in [14] (along with an accompanying analysis of its requirements, and algorithm to implement it). We then describe a lightweight PyTorch library, higher, developed based on this analysis and algorithm, that enables the straightforward implementation of any meta-learning approach that fits within the GIMLI framework (or generically, any approach which seeks to backpropagate through an optimization loop) in canonical PyTorch, such that existing codebases require minimal changes, supporting third party module implementations and a variety of optimizers.

2. Generalized Inner Loop Meta-Learning

Whereby “meta-learning” is taken to mean the process of “learning to learn”, we can describe it as a nested optimization problem according to which an outer loop optimizes meta-variables controlling the optimization of model parameters within an inner loop. The aim of the outer loop should be to improve the meta-variables such that the inner loop produces models which are more suitable according to some criterion. The general form of such nested optimization problems is described under the GIMLI framework in [14]. Essentially it shows that under well-defined and
provable conditions, an form of backpropagation-through-backpropagation can be specified as a dynamic programming algorithm, and permits the calculation of gradients on “meta-losses” (e.g. validation loss) with regard to arbitrary meta-variables within the training loop, subject to certain conditions being fulfilled. We refer the reader to the details in that paper regarding the theoretical aspects of this claim, in order to focus on solving the engineering challenges of permitting the efficient learning of training loop meta-parameters without needing to write (much) non-canonical code in a popular differentiable programming framework.

2.1. Examples

Many of the papers referenced below contain excellent and thorough reviews of the literature most related to the type of meta-learning they approach. In the interest of brevity, we will not attempt such a review here, but rather focus on giving examples of a few forms of meta-learning that fit the GIMLI framework (and thus are supported by the library presented in Section 3), and briefly explain why.

One popular meta-learning problem is that of learning to optimize hyperparameters through gradient-based methods as an alternative to grid/random search or Bayesian Optimization. Here, select continuous-valued hyperparameters are meta-optimized against a meta-objective, subject to the differentiability of the optimization step, and, where relevant, the loss function. This corresponds to the GIMLI being run with select optimizer hyperparameters as the meta-variables. To give a simple concrete example, in the approaches of and the only meta-variable is the learning rate α.

A related problem is that of learning the optimizer wholesale as a parametric model typically based on recurrent architectures. Again, here the optimizer’s own parameters are the optimizer meta-parameters. As a concrete example, in the work of , an RNN with parameters is meta-learned, and models the updates made to parameters during training. In our formalism, this would correspond to setting as meta-variable the parameters of this update network.

More recently, meta-learning approaches such as MAML and its variants/extensions have sought to use higher-order gradients to meta-learn model/policy initializations in few-shot learning settings. In GIMLI, this corresponds to setting the initial model state at the beginning of task-specific loops as the meta-variable.

Finally, recent work by has introduced the ML framework for learning unconstrained loss functions as parametric models, through exploiting second-order gradients of a meta-loss with regard to the parameters of the inner loss. This corresponds, in GIMLI, to learning a parametric model of the loss parameterized by the meta-variable(s).

3. The higher library

In this section, we provide a high-level description of the design and capabilities of PyTorch library aimed at enabling implementations of GIMLI with as little reliance on non-vanilla PyTorch as possible. In this section, we first discuss the obstacles that would prevent us from implementing this in popular deep learning frameworks, how we overcome these in PyTorch to implement GIMLI. Additional features, helper functions, and other considerations when using/extending the library are provided in its documentation.

3.1. Obstacles

Many deep learning frameworks offer the technical functionality required to implement GIMLI, namely the ability to take gradients of gradients. However, there are two aspects of how we implement and train parametric models in such frameworks which inhibit our ability to flexibly implement the GIMLI Algorithm of .

The first obstacle is that models are typically implemented statefully (e.g. torch.nn in PyTorch, keras.layers in Keras, etc.), meaning that the model’s parameters are encapsulated in the model implementation, and are implicitly relied upon during the forward pass. Therefore while such models can be considered as functions theoretically, they are not pure functions practically, as their output is not uniquely determined by their explicit input, and equivalently the parameters for a particular forward pass typically cannot be trivially overridden or supplied at call time. This prevents us from tracking and backpropagating over the successive values of the model parameters θ within the inner loop, through an implicit or explicit graph.

The second issue is that even though the operations used within popular optimizers are mathematically differentiable functions of the parameters, gradients, and select hyperparameters, these operations are not tracked in various framework’s implicit or explicit graph implementations when an optimization step is run. This is with good reason: updating model parameters in-place is memory efficient, as typically there is no need to keep references to the previous version of parameters. Ignoring the gradient dependency formed by allowing backpropagation through an optimization step essentially makes it safe to release memory allocated to historical parameters and intermediate model states once an update has been completed.

3.2. Making stateful modules stateless

As we wish to track and backpropagate through intermediate states of parameters during the inner loop, we keep a
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record of such states which can be referenced during the backward pass stage of the outer loop in the GiMLI Algorithm of [14]. The typical way this is done in implementations of meta-learning algorithms such as MAML is to rewrite a “stateless” version of the inner loop’s model, permitting the use, in each invocation of the model’s forward pass, of weights which are otherwise tracked on the gradient graph/tape. While this addresses the issue, it is an onerous and limiting solution, as exploring new models within such algorithms invariably requires their reimplementation in a stateless style. This typically prevents the researcher from experimenting with third-party codebases, complicated models, or those which require loading pre-trained weights, without addressing a significant and unwelcome engineering challenge.

A more generic solution, permitting the use of existing stateful modules (including with pre-loaded activations), agnostic to the complexity or origin of the code which defines them, is to modify the run-time instance of the model’s parent class to render them effectively function, a technique often referred to as “monkey-patching”. The high-level function higher.monkeypatch() does this by taking as argument a torch.nn.Module instance and the structure of its nested sub-modules. As it traverses this structure, it clones the parent classes of submodule instances, leaving their functionality intact save for that of the forward method which implements the forward pass. Here, it replaces the call to the forward method with one which first replaces the stateful parameters of the submodule with ones provided as additional arguments to the patched forward, before calling the original class’s bound forward method, which will now used the parameters provided at call time. This method is generic and derived from first-principles analysis of the torch.nn.Module implementation, ensuring that any first or third-party implementation of parametric models which are subclasses of torch.nn.Module and do not abuse the parent class at runtime will be supported by this recursive patching process.

3.3. Making optimizers differentiable

Again, as part of our need to make the optimization process differentiable, the typical solution is to write a version of SGD which does not modify parameters in-place, but treated as a differentiable function of the input parameters and hyperparameters akin to any other module in the training process. While this is often considered a satisfactory solution in the meta-learning literature due to its simplicity, it too is limiting. Not only does the inability to experiment with other inner loop optimizers prevent research into the applicability of meta-learning algorithms to other optimization processes, the restriction to SGD also means that existing state-of-the-art methods used in practical domains cannot be extended using meta-learning methods such as those described in Section 2.1, lest they perform competitively when trained with SGD.

Here, while less generic, the solution provided by the high-level function higher.get_diff_optim() is to render a PyTorch optimizer instance differentiable by mapping its parent class to a differentiable reimplementation of the instance’s parent class. The reimplementation is typically a copy of the optimizer’s step logic, with in-place operations being replaced with gradient-tracking ones (a process which is syntactically simple to execute in PyTorch). To this, we add wrapper code which copies the optimizer’s state, and allows safe branching off of it, to permit “unrolling” of the optimization process within an inner loop without modifying the initial state of the optimizer (e.g. to permit several unrolls, or to preserve state if inner loop optimizer is used elsewhere in the outer loop). Most of the optimizers in torch.optim are covered by this method. Here too, a runtime modification of the parent optimizer class could possibly be employed as was done for torch.nn.Modules, but this would involve modifying Python objects at a far finer level of granularity. We find that supporting a wide and varied class of optimizers is a sufficient compromise to enable further research.

4. Related Work

The first is work by [13] which describes how several meta-learning and hyperparameter optimization approaches can be cast as a bi-level optimization process, akin to our own formalization in [14]. This fascinating and relevant work is highly complementary to the formalization and discussion presented in our paper. Whereas we focus on the requirements according to which gradient-based solutions to approaches based on nested optimization problems can be found in order to drive the development of a library which permits such approaches to be easily and scalably implemented, their work focuses on analysis of the conditions under which exact gradient-based solutions to bi-level optimization processes can be approximated, and what convergence guarantees exist for such guarantees. In this sense, this is more relevant to those who wish to analyze and extend alternatives to first-order approximations of algorithms such as MAML, e.g. see work of [19] or [22].

On the software front, the library learn2learn [3] addresses similar problems to that which we will present in Section 3. This library focuses primarily on providing implementations of existing meta-learning algorithms and their training loops that can be extended with new models. In contrast, the library we present in Section 3 is “closer

We also provide documentation as to how to write differentiable third party optimizers and supply helper functions such as higher.register_optim() to register them for use with the library at runtime.
to the metal”, aiming to support the development of new meta-learning algorithms fitting the GIMLI definitions with as little resort to non-canonical PyTorch as possible. A recent parallel effort, Torchmeta also provides a library aiming to assist the implementation of meta-learning algorithms, supplying useful data-loaders for meta-training. However, unlike our approach described in it requires reimplementation of models using their functional/stateless building blocks, and for users to reimplement the optimizers in a differentiable manner.

5. Conclusion

To summarize, we have briefly summarized GIMLI, a general formulation of a wide class of existing and potential meta-learning approaches, and described a lightweight library, higher, which extends PyTorch to enable the easy and natural implementation of such meta-learning approaches at scale.
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